Improving quality of Machine
Translation output for tag heavy text
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The required URI is )
/folders/folders/@myFavorites

The required capability is )
Personalization

A Report Tile Does Not Display an Image
Problem:
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»On device : yRecent
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yShared , or a collection, or in search
results, one or more report tiles do not display an image.



Előadó megjegyzései
Bemutató megjegyzései
To start, let me quickly clarify what I mean by “tag heavy text” in the title. Simply, it’s a source where sentences are rich in tags – also within/inside of sentences. Good examples are: XML files or software property files with placeholders.
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Direct Access Pmntsm tDpIC in the Help Center. €&
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To start, let me quickly clarify what I mean by “tag heavy text” in the title. Simply, it’s a source where sentences are rich in tags – also within/inside of sentences. Good examples are: XML files or software property files with placeholders.
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Also, let me give you some context for this talk. 
What I will present, started about 2 years ago; when my group received a request for translation of a large software documentation project (350K words) authored in xml - full of tags within segments. 
For this documentation project, as a reference, we already had user interface part translated by human translators. 

We had to deliver it fast, but we didn’t have capacity and time to translate it by human translators, so we decided to apply machine translation on it.  Our goal was to get high quality MT translations with as little “post editing” as possible.

First, I thought we can just take the source xml files and using an XML filter import them to memoq then run MT translation on them using Google Translate generic engine. 

Quickly I discovered that the resulting translations were  linguistically very poor quality. I noticed that protected tags in source break segments and that was resulting in grammatically incorrect translations. 

Also, the Google Translate generic engine gave inaccurate translations for our very domain specific text. 

To answer these issues, I developed a process that deals with tags in source and trained our own NMT models with Google AutoML Translate that can be accessed in memoq using Google Translation Advanced plugin.

This is an ongoing project with updates every month.
After the initial Machine translation, QA, Review and post editing we confirmed translations into a separate TM.
On subsequent iterations we pre-translate first with this TM and use NMT for delta.
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Problems with MT

Tags in source Quality of MT output Validation and postediting

Within sentence tags in source text are For very domain specific source text, QA and postediting of MT
a problem for MT. off the shelf, generic MT models output is high cost.
provide inaccurate translations.
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While working on a workflow for this project around memoQ and MT I reached the following 3 key conclusions

Tags within segments are a problem for MT. 

For domain specific source text, off the shelf, generic MT models provide inaccurate translations.

As a result of point 1 & 2 the QA and postediting of MT output for the tag heavy text is very high cost.

So, let’s analyse the problems a bit deeper



Google Cloud Translation Advanced plugin settings

-

memoqfest

U Y Authentication

Select the service account’s json file you downloaded from Google Cloud Platform.

Tags in source and MT results B C\temp\Ijmp-nmt-720fG3c1 s json

TR T T e
AUTNENTICATtION SUCCessTul.

Regicnal endpeint us-centrall

AutoML custom models and glossary

M Custom models:
Use bothitoumEMEiEERIES

Choose one MT model per language pair. If you don't choose, or there is no
VS. custom model for a language pair, Google will use the general model.

Use text and formatting Glossary:

No glossary available

If you can't find your glossary in the list, create one.

Formatting and lockup

Formatting and lookup

Use both formattings and tags

Use text and formatting
Use both formattings and tags

CHOWING regex.

Cancel
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First let’s look at the MT settings related to handling of tags in memoq (This is as of 9.12 version of memoQ (the last LTS))

In the MT profile you have 3 options for how memoQ should trat the tags:
Use plain text only – this omits the tags in translated text

The Use text and formatting option puts the tags at the end of a translated sentence.

The Use both formatting and tags option puts the tags in seemingly appropriate places, but the text runs around the tags are translated independently, so the result is garbage

Given the size of the source and the goal of limiting postediting efforts I decided to use Both formatting and tags setting (the one that preserves the tag position)
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Tags in source and MT results

Click on EEEETRT=Refine Task Type €IEETT=IN and select the [IEETT=0  Pulse en [ yRefinar el tipo de tarea ¢} y seleccione el 0% X
6p. | Create a recommendation task that delivers personalized content {1 "" T »Crear una tarea de recomendacion que entregue contenido
option. personalizado €7 " Opcion
eh Click on "Refine Task Type" and select the "Create a recommendation task Haga clic en "Refinar tipo de tarea" y seleccione la opcién "Crear una tarea  [0% X
" | that delivers personalized content" option. de recomendacion que entregue contenido personalizado”.
Clicking yCreate Task before setting the Haciendo clic yCrear tarea antes de establecer las 0% X
64. recommendations options in [EET TS0 Refine Task Type €13° opciones de recomendaciones en [FETN =0 Refinar el tipo de tarea
creates a standard task. crea una tarea estandar.
65 Clicking "Create Task" before setting the recommendations options in "Refine Al hacer clic en "Crear tarea" antes de establecer las opciones de 0% X
*  Task Type" creates a standard task. recomendaciones en "Refinar tipo de tarea" se crea una tarea estandar.
After clicking [5F . »Create Task : . You cannot return to this  Después de hacer clic I E »Crear tarea : % , no puede volver 0% X
66. screen to select the option to create a recommendation task. a esta pantalla para seleccionar la opcion para crear una tarea de

recomendacion.

After clicking "Create Task", you cannot return to this screen to select the Pespués de hacer clic en "Crear tarea", no puede volver a esta pantalla para 0% X
option to create a recommendation task. seleccionar la opcion para crear una tarea de recomendacion.
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But,.. When you chooses the Both formatting and tags setting in your MT profile you run into another problem. Tags inside of the text kind of sub-segment the sentence on those tags
You can see that clearly here - text around the tags is translated without the context of the whole sentence.
For comparison I added below the same sentence without any tags. As you can see translations are very different. Needles to say the ones below are the correct ones.

By accident I discovered that: when a document was imported with the wrong filter, and tags were shown as plain text (not protected), the resulting translations were far better. 

However, when your tags are unprotected their content (what's between triangle brackets), often got over-translated by MT. 

Then I had the idea – what happens if we remove the tags (now unprotected tags) altogether? I experimented with changing tags into unique numbers and symbols and the result was great. MT produced grammatically correct sentences, it preserved the replacement symbols and numbers in the right places and the sentences were even more readable than with the original tags.  
�
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Quality and accuracy of MT

English Spanish - Custom model

Once your web task is set up, you must change the :
. ’ C ’ o Una vez configurada la tarea web, debe cambiar el estado
status in the "Orchestration” tab to "Mark Ready" or "Mark en la pestana "Orquestacion’ a "Marcar como lista" o

Ready and Publish" before your task can become active. "Marcar como lista y publicar" para que la tarea se pueda
o activar.

/4

Spanish - Google NMT model

Una vez que su tarea web esté configurada, debe cambiar
el estado en la pestafna "Orquestacion” a "Marcar listo" o
"Marcar listo y publicar” antes de que su tarea pueda
activarse.
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The second problem we run into was with the quality/accuracy of the basic or generic MT model.

Default MT model turned out to be too generic. Translations that it returned were too vague and ambiguous. 
Generic model didn’t speak the language of this project. It used vocabulary that didn’t fit our domain specific terminology.

Here you can see a comparison between generic model and our trained custom model. Without analyzing it too deep it’s clear that both engines produce different results and it’s the custom trained model that is more accurate.

and lastly the 3rd problem: QA and Validations were super difficult as a result of “within text” tags and poor accuracy of MT output.


Normalize tags

Replace tags with non-semantic
elements in order not to break the
sentence structure and produce
grammatically correct translations.

Solution

Train custom NMT model

Aggregate and cleanse TM assets to
train custom, domain specific NMT
models.
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Enhanced QA

Use replacements and RegEx checks to
reduce postediting efforts.
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So now that we analyzed the issues let’s talk about the solution. To answer the problems described so far, I developed a solution consisting of 3 points:

First, I replaced tags with non-semantic, unprotected elements in order not to break the sentence structure and produce grammatically correct translations. This process I call: normalization or homogenization - where original tags are replaced with special symbols or with the so-called hashes (number representations of tags)

Second part of the solution was to aggregate and cleanse our TM assets in order to train our own custom, domain specific, NMT models.

Because my solution involved usage of unprotected replacements, I had to develop a set of enhanced QA checks with regular expressions to catch issues with those tag replacements.


“ Pre-processing step Q@ -~

Normalize tags

Pre-processed source

Original source Normalizing tags

Source hash file

memoQ Internal
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Let’s start with the first part of the solution which is: normalizing the tags in source.

To do that I developed two Perl scripts (very simple code, about 30 lines). The first script pre-process the source files:

The script takes original source and for the tags within sentences it replaces them with two kinds of replacement tags/symbols depending on the kind of tag. 
Other tags that are always around the text (or outside of the text) –  can stay in source we don’t need to replace them. 

For the essential tags or tags that translator and post-editor need to be aware of (because they mark up user interface references elements that must match a term base) I replace those tags with 6 unique glyphs/symbols (that don’t appear in source text) to represent opening and closing tags. 

For other kind of tags, which are called the non-essential tags,  the script takes them out of the source and leaves pointers for them in a file. The pointer consists of a hash symbol (#), a number and closing “at” (@) symbol. The pointer numbers (hashes) and the corresponding tags are placed in a so-called hash files. We need to make records of those replacemnt hashes so that post-processing script can place them back in the final, translated files.



<item eid="p0531f21lhrogaonl8cO9nlpnrif8bm"><paragraph eid=
"nl4tggvetxi3wunl5Srhixnodrizs">Click the <windowItem>Overview</windowItem>
tab to see how key metrics performed by total users in the task.
</paragraph>@E3N3
<paragraph eid="n070elimugga22nl3nugel9c3rcy">Click
<inlineGraphic><graphicAndDescription><altImageDescription>edit
</altImageDescription><graphic scalefit="0" scalefitwidth="9.9pt"

source="sas.xis.graphic://commoniconshtml/image/edit.svg"/>
</graphicAndDescription></inlineGraphic> for the <windowItem>Date
</windowItem> field to specify the range of dates for the data that
you want to see. You can select dates from the start date to the end
date for the data that i1s available for the test task. For more
information about using the report and the data in the report, click
<windowItem>Details</windowItem>.</paragraph><listUnordered eid=
"nlldigfijkxcwké6nljtb882frsylp" > @AY

<item eid="nOyuk6f9zgcil2nldgrxmchxabin"> @83
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Here we see the original source.



<item eid="p0531f2lhrogaonl8c9nlpnrf8bm" ><paragraph eid=
"nl4tggvectxi3wunlSrhixnodrizs">Click the t Overview # tab to see how key
metrics performed by total users in the task.</paragraph>E}iNg
<paragraph eid="n070elimugga22nl3nugel9c3rcy">Click #19@#20@ ¢ edit ¥
#21@#228#23@ for the Tt Date # field to specify the range of dates for
the data that you want to see. You can select dates from the start
date to the end date for the data that 1is available for the test task.
For more information about using the report and the data in the
report, click t Details #.</paragrap>#24cEH3N3
<item eid="nOyuk6f9zgcil2nldgrxmchxabin" > @Ry

#19@:<inlineGraphic>

#20@:<graphicAndDescription>

#21@:<graphic scalefit="0" scalefitwidth="9.9%9pt"
source="sas.xis.graphic://commoniconshtml/image/edit.svg"/>
#22@:</graphicAndDescription>

#23@:</inlineGraphic>

#24@:<listUnordered eid="nlldlgfjkxcwkénlijtb882fr8vylp">
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Here at the top we see a converted (normalized) source and at the bottom the corresponding hash file.
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1
@ Reference tags

$line =~ s/<windowltem>/t /g;
$line =~ s/<\/windowltem>/ #/g;
$line =~ s/<altimage>/¢ /q;
$line =~ s/<\/altimage>/ ¥/q;

Normalize tags

<windowName>Regression analysis</windowName>
->
t Regression analysis #

@ Formatting and other non-reference tags
$line =~ s/\AQ$ \E/\#$count\@/;
Click<inGraphic> <inDesc> <altimage>Select Event</altimage>

- M ->
: Click #96 @#97@¢ Select Event ¥#98@
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Here are the fragments of code that explain the kinds of replacements that we do.

As mentioned on the previous slide we have two kinds of tags in our source:

1. Reference tags that quote strings from the user interface. They need to stay in source. They are relevant for terminology QA and post editing.  We have 4 pairs of such tags. I change them into special symbols. Glyphs that don’t appear in the source text.

(Note the spaces I add after opening and before closing tag replacement symbols. This is to help with terminology QA. )


2. The other kind of tags  are the ones that I call non-essential or not relevant tags., They are mostly formatting and stylistic tags that have no impact on text around them when it comes to translation. They can be safely taken out. I remove them altogether from source and leave a hash pointer in their place. During post post-prcessing those hashes are replaced with original tags.
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1

Normalize tags @ .hSh files

#26@:<listUnordered eid="p1cl2xhlo12dkgn1dy6a4m8pkvdy" >
#27@:<xrefSee link="p0gr5dhxsmzduon1govu5u440dv;" >
#28@:<overrideFetchedText>

#29@:</overrideFetchedText>

#30@: <xrefText/>

#31@:</xrefSee>

#32@:<xrefSee link="n0hx4toju8d2vyn1okwepaok3ucc"
targetComment="Chapter 30, “Types of Data Available for
Targeting,"" targetFile="cintug/xml/chapters/ch-targeting-data.xml" >
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Here is a snippet from one of the hash files


memoqfest

Pre-processed source with normalized tags

Normalize tags

Click T Refine Task Type # and select the T Create a recommendation task Haga clic en T Refinar tipo de tarea ¥ y seleccione la opcion T Crear una
that delivers personalized content # option. tarea de recomendacion que entregue contenido personalizado *.

Clicking T Create Task * before setting the recommendations options in T Al hacer clic en T Crear tarea ¥ antes de establecer las opciones de 0%
Refine Task Type * creates a standard task. recomendaciones en T Refinar tipo de tarea ¥ se crea una tarea estandar.

After clicking T Create Task ¥, you cannot return to this screen to select the | Después de hacer clic en T Crear tarea %, no puede regresar a esta pantalla = 0%
option to create a recommendation task. para seleccionar la opcién para crear una tarea de recomendacion.|

0% X

Changed never

View pane o

#54(@:<listUnordered eid="n1c9x%fpmzd2tpnlxbizyl8032vg">

#35(@:<xrefSee link="n028xtjvaysj35n116gtas14gvqu” targetComment="Adding Personalized Information to Creatives"
ta.rgetFﬂe— cintug/xml/personalization/ prsnlzn add-merge-tag xml">
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And this is what it looks like in memoQ

You can see here both glyphs that stand for UI Reference tags and the hashes .

Below we see a view of a hash file in memoQ. Notice that we do have here tags that contain translatable text in tag attribute.

Now, again - the tags are gone but tag replacements are unprotected


2

Train custom NMT model

Google Cloud 2+ 5AS AutoML +

Translation &« dataset_1647002147477 1l VIEW STATS & EXPORT DATA

IMPORT SENTENCES TRAIN EVALUATE PREDICT Translation (EN — IT)
Dashboard

Datasets 'y Impart completed with partial errors. DETAILS DISMISS

Maodels
Target

Training Avail. Credit Credit P
Source Table Name Neme della tabella di origine
Validation 50z You must select either users or groups Selezionare gli utenti o i gruppi

specifies the host on ch the application server that is used to connect to SAP specifica Most su © iede l'appli che viene utilizz
res i1
should be a positive integer dovrebbe ezsere un numero intera positivo

y Redshift metrics were retrieved from cloud Messuna metrica Redshift & stata recuperata da cloud

Model names not listed in inventory Momi modelli non elencati nel catalogo
Validation
The Add-in for Microsoft Office was unable to locate a connection to a Web Report Ladd-in for Microsoft Office non & stato o di individuare una connessione a un
Stud VRS) web service from this repository, which ks nec 0GP & Peport. servizio Web di Web Report Studio IWRS) da questo repository, che & necessano per
en_it_val_tsv Either this feature was not turned on in WRS, or the 3} € is mot running. Please aprire un report. Questa funzion C attiva n WRS ol servizio Web no
System Administrator r A o K attare lamminisirato

Column mapping Mappatura delle colonne
Testing
The minimum supported operating system is i05 14.5 or later Il sistema operativo minimo supportato & 105 14.5 o versione successiva
The rigk wei ght for uritization exposures backed by non wilar pools in the &th RW Il fattore di ponderazione del rschio per E ¥ olarizzate

en_it_test_tsv
bucket (%) non diversificati n 6" categoria RW (%)
Perform secondary objective range analysis Esegui analis range dellpbiettive secondario;

T i) ) J 1

raining

Data Set Labels Etichette dei data set

en.it_tsv Remaving ltems Rimozione di elementi
To sort reports, tap Sort button and make a selection Per ordinare i report, tocca Pulsante Ordina ed effettua una selezione

G

the command to start a & Session on the server il comando per avviare una sessione SAS sul server

In-Control Average Run Length Lunghezza esecuzione media sotto controllo
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Now on to the second problem with the poor quality/ accuracy of generic MT models. To solve this problem, I trained our own NMT models  with Google AutoML Translate.
We have rather large TM assets, produced by our translators over the last 20+ years. They contain our own very domain specific terminology.

Our TM strategy, is that for each language we have a master TM. Master TM is a collection of all the translations for a language – across all projects that we ever translated. For each project we also have a working TM that is confirmed to master when this project is completed.

Nightly job exports master TM for each language into tmx files and then converts them to tab delimited files (.tsv). TSV files are easier to manipulate (sorting, cleansing, analysis). These files are used to train our custom models in Google AutoML. We retrain the models every 6 months to include latest human translations in the training data.

Note – you can train your own Google AutoML engines using tmx files exported directly from you TMs.


Train custom NMT model

o dataset_164700214_20220312111142

BLEU score @
BLEU score (base model)
Performance gain/loss

Model ID TR 72

75.86

56.41

19.44

7056

Created Mar 12, 2022, 11:11:45 AM

Data 507722 sentence pairs

Base model

—> Evaluate model

—> Testand use

Google NMT
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Custom model vs. "Raw” MT

BLEU Score gains

76

67

75

73

56

48

DE

59

64

49

Raw Google

ES

B Custom model

FR

PL
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Here are the results of quality gains for our own models vs. base models using BLEU score. If you have engineering resources on your team, I really think it's worth investing in your own NMT models.
The training and operating Google Cloud is easy, and the usage is rather cheap.
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@ Removing extra spaces

Find and replace extra spaces around replacement tag elements
(e.g., # 67 @ -> #67@)

Enhanced QA

End game

@ QA and review in memoQ

Counting tag replacements
Terminology check against Ul

@ Post-processing

Resolving tag replacements
Putting tags from hsh files into output xml files

......
......
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Aftyer the source got pre-processed, imported into memoQ and machine translated we have some clean up work to do.

First, we need to get rid of extra spaces that MT  adds after every hash symbol and number. I didn't find a way to tell Google or memoQ not to do insert those spaces in the output. Luckily this is easy. It's just a simple find and replace in a global view.

Second, the QA. Since tag replacements (glyphs and hashes) are not protected - when they mismatch between source and target QA formatting checks will not be catch them. I developed RegEs QA checks to validate the tags in the output.

We alos run terminology QA check against Software Reference term base.

As the last step we post-process the files exported from memoQ. The post-processing step merges original tags back into the xml files in places of hashes or replacement symbols.


Edit QA settings

Segments andtemns  Consistency Numbers Punctuation Spaces, capitals, characters  Inlinetags Length Regex  Severity

Use regular expression checks

Wam if missing regex replacement in target

Enhanced QA Source regex (\#[@-9]+\@)

En h an Ced QA Replacement

Comection

Description lMissing hash in target

[] Expand tags to text before processing

Add Update Delete Clear all

"Missing tags" - missing regex replacement in target
"Missing hash in target™ - missing regex replacement in target
Source regex: (\H[0-5]+\@)
Target replacement: §1
"windowName" - counts of regex matches differ
"Tags" - counts of regex matches differ
"Quotes" - counts of regex matches differ
"Missing #" - forbidden regex match in target
"Missing @" - forbidden regex match in target
"Closing windowName" - counts of regex matches differ
"windowltem" - counts of regex matches differ
"Closing windowltem" - counts of regex matches differ

PPPPIHBD B

3 B M S 3
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This RegEx checks for hash mismatches between source and target


Edit QA settings

Segments andterms  Consistency Numbers Punctuation Spaces, capitals, characters  Inlinetags Length Regex Severity

Use regular expression checks

Wam if counts of regex matches differ

Enhanced QA

Source regex G b

Enhanced QA Tagetregex  [(M)(L,3

Comection

Description lwindowftem

[] Expand tags to text before processing
Add Update Delete Clear all

Source regex: (\#[0-9]+\@)
_ Target replacement: $1
,Q\ "windowName" - counts of regex matches differ
H- ,Q "Tags" - counts of regex matches differ
,Q "Quotes” - counts of regex matches differ
,.{1\ "Missing #" - forbidden regex match in target
,{;‘ "Missing @" -forbidden regex match in target
N.Q "Closing windowName" - counts of regex matches differ
Source regex: (1){1.}
P Target regex: (t){1.}
- ..{.1\ "Closing windowltem" - counts of regex matches differ
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This check is to verify that we have the same number of one of the opening tag replacements between source and target.
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Takeaways

Beautify and normalize tag heavy source
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So, sometimes technology have limits and you need to think out of the box 
If you ever find yourself in an unfortunate position of needing to MT tag heavy documents and if you want to greatly reduce the postediting efforts,  then I recommend starting with the source by normalizing tags. I showed here one technique, but you might find more cleaver ways of working around the issue.
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Takeaways

Cleanup and maintain healthy TMs and TBs
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If you have very specific terminology in your TMs and you are unhappy with generic MT model results, then cleanse and maintain a healthy set of TMs to produce good training data for your own MT models.
I would also recommend using memoQ TM maintenance tool. Simply right click on a TM and select Edit then clean variants, duplicates etc… before you export them to tmxs.
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Takeaways

Train your own NMT models
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Takeaways

4

Develop advanced QA profiles for normalized rags
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If you unprotect the tags or replace them with unprotected replacement symbols you need to develop QA check using Regex to verify that they are not changed by machine translation.
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Thank youl!

Any questions?
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Other considerations:
	- Pre and post processing as part of automation (before file import and after file export automated task)

What I would like to see in memoq and Google AutoML:
MT suggestions in Translation Results window next to TM fuzzies when they are present for a string. Right now if there a TM fuzzies MT results are not displayed.
Better handling of spaces (not inserting extra spaces after non-word symbol)
Better handling of tags (memoq or Google to emulate my workaround)
Possibility to amend a trained model with new data rather than re-training from scratch
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