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Introductions

Jay Marciano
○ President of AMTA (Association of Machine Translation in the Americas)

○ 26 years’ experience in the development & application of MT

○ And another decade of experience in publishing and teaching 

○ Avowed language geek on a mission to increase understanding, cooperation, 

and collaboration among translators and interpreters, MT researchers and 

developers, language service companies, and customers



We shape our buildings, and 

afterwards our buildings shape us. 

Winston Churchill



What is intelligence?

The ability to acquire, understand, and use 
knowledge.

The American Heritage Dictionary



What does artificial mean?

Made by humans, especially in imitation of 
something natural.

[Middle English, from Old French, from Latin artificiālis, belonging to art, 

from artificium, craftsmanship; from artifex, artific-, craftsman : ars, art, + -fex, maker.]

The American Heritage Dictionary



What is Artificial Intelligence?

The ability of a computer or other machine to perform 

activities that are normally thought to require the capacity 

to acquire and apply knowledge.

Adapted from The American Heritage Dictionary

AI may turn out to be humankind’s 
greatest achievement.









It’s really hard to keep up!



• In 2003, Ray Kurzweil estimated that 
the rate of technological advance 
doubles every decade.

• That’s exponential growth, with the 
advances of the past decade helping to 
increase the rate of development in the 
next decade.
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• In 2024, we’re developing 
technology twice as fast as we were 
in 2014, and 156 times faster than in 
1954, at the dawn of Machine 
Translation

The rate of technological development doubles every ten years

Technology is advancing faster and faster
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• And from now until 2034, the rate of 
technological advance will double 
again.
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In the Information Age, 

data
is the primary driver of 

technological progress. 
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There are a LOT of 

five-letter words

in English

grasp
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Something has become very clear to us in the last few years …

novel maybe scaryTruly these ideas



Wordle is all about … math?
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Wordle is all about … math?



Playing Wordle slightly differently
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Wordle Results (through May 2023) 
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Wordle Results (since June 2023)

Winning percentage: 98.8

Avg guesses needed to win: 4.03

Winning percentage: 99.5

Avg guesses needed to win: 3.73

The difference: One additional piece of information about each guess. 



Data use in an AI system
What kind of data does an AI-controlled automobile have about its surroundings?
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Data use in an AI system
What kinds of data does an AI-controlled automobile have about its surroundings?

Copyright 2024 by Jay Marciano



_  _  _  _  _  _  _  _  _  _  _  _  _  _  _  _  _  _  _  _  _  _  _  _  _  _  _  _  _  _  _  _  _  _  _  _  _  _  _  _  _  _ _ _  _  _  _  _  _  _  _  _  _  _  _  _  _  _  _  _  _  _  _  _  _  _  _  _  _  _  _  _ 

Main forward-facing camera
(Range: 150 M)

Telephoto forward-facing 
camera

(Range: 250 M)

Radar
(Range: 160 M)

2 forward-facing side cameras
(Range: 60 M)

Wide-angle front camera
(Range: 60 M)

Rear-facing Camera
(Range: 50 M)

12 ultrasound sensors
(Range: 8 M)

2 rear-facing side cameras 
(Range: 100 M)

Data use in an AI system
What kinds of data does an AI-controlled automobile have about its surroundings?

GPS
Internet connection 

External sensors  (Temp. usw.)

2 redundant 36-Teraflop  supercomputers that 
answer a single question: 

What is the best next step to reach 
the destination safely?
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Traditional 
TM

Forward-facing
Context Analysis

Backward-facing
Context Analysis

Terminology

Style Guides

This is the next sentence.

Here is the sentence after that one.

And so on and so forth!

This is the previous sentence.

This is the sentence before that one.

And so on, and so forth!

This is a specific source sentence.

Synonymy
Analysis

Semantic TM

Metadata

Multimodal
Data

What data and processing might an AI translation system leverage?

NMT

Quality
Estimation
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All of this to answer the question

What is the best next step to take 
to complete this translation?



Evolving Machine Translation
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Rules-based MT

Build a translation with language-

specific algorithms and bilingual 

dictionaries

Statistical MT

Find the most probable translation 

using statistical modeling

Neural MT

Predict a translation using a deep 

neural network 

State-of-the-art for ~50 years State-of-the-art for ~17 years State-of-the-art for ~6 years
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Quickening evolution of Machine Translation



Large Language Models
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• A paradigm shift in AI

• Massive pre-trained models provide 

the foundation for task-specific models

• Initial training is unsupervised and can 

include all kinds of data but does not 

include a specific task

• Can be “trained” for a downstream task 

by  simply providing it with a natural 

language description of the task

• Spooky: this ability to do tasks based 

on verbal prompts was neither 

specifically trained for nor anticipated 

to arise.



A rose by any other name … GPT

Generative

Pre-trained

Transformer
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Generative

Having the fundamental ability to 

generate text by predicting the best 

next word in a response. 

The order the words and phrases in its 

responses are based on the patterns 

the model has learned from training 

data.

Copyright 2024 by Jay Marciano



Refers to the machine learning on vast 

amounts of training data before any 

explicit task for the resulting neural 

network is defined. 

In other words, the learning algorithms 

seek out information that will help it to 

generate fluent text without adapting that 

information to a particular task.

Pre-trained
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Refers to the neural network architecture at the heart of LLMs.

Considered state-of-the-art since their proposal by the Google Brain team 

in late 2017, transformer networks were initially designed to improve 

performance on sequence-to-sequence problems, such as machine 

translation.

Significant advantage: 

They process the input all at once (not sequentially), which enables the 

model to leverage long-range relationships in the input, such as the final 

word in a long sentence that has a bearing on the meaning of the very first 

word.

Transformer
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Refers to the sudden improvement in the 

performance of a task didn’t improve in a 

predictable way in successively larger 

language models, but then suddenly improves 

significantly when the model reaches a 

particular size.

Emergent
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Refers to a Large Language Model that is trained on 

material that contains various types of information (or 

modalities), such as text, images, audio, video, and 

even computer code.

Multimodal models process different types of 

information simultaneously, enabling them to perform 

tasks that require knowledge of more than one type of 

data. 

Multimodal
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Imagining a multimodal LLM
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Start with a pile of Legos
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Turkey

Ankara● Word embeddings are mapped in 

multidimensional space

● Similar words have similar values (or locations)

● The mathematical relationship between words 

that have a related meaning resembles the 

relationship between two other words that share 

that semantic relationship

○ Example: Countries and their capital 

cities

Canada

Ottawa

Russia

Moscow

Vietnam

Hanoi

Japan

Tokyo

Beijing

China

Berlin

Germany

Rome

Italy

Spain

Madrid

What is “learned” about those building blocks
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For every building block (word) in the 

training material, the Deep Learning 

system calculates a word embedding, a 

vector that contains semantic and 

grammatical information and indicates 

relationships among the words. 



35

This information provides a multidimensional 

map of each supported language, showing 

the relationships among all of the words in 

those languages.

What is “learned” about words
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Can we even imagine multidimensional space?



Multimodal Large Language Models
The new platform for MT … and much more

Unsupervised 

Training

Large 

Language 

Model
(Foundation Model)

Supervised

Training

Training Data

Translation

Sentiment

Analysis

Adapted Models

Question

Answering

Text

Generation

Information

Extraction

Object

Recognition

Text

Images

Structured 

Data

Audio

Video



Let’s see a multimodal LLM work
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ChatGPT
Text generation in response to a text prompt

• Developed by OpenAI

• GPT 3.5 (released November 2022)

• Released November 2022

• 175 billion parameters

• Context: 3,000 tokens

• GPT-4 (released March 2023)

• 1.76 trillion (10x over 3.0)

• Context: 25,000 tokens

• GPT-4o (released May 2024)

• The “o” stands for “omni”

• Context: 128k tokens

• Supposedly a single LLM that provides all 
of the available services 
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Prompt: 

Create a photorealistic image of 

Michelangelo's David but 

instead of David's head use 

Mark Twain's 

ChatGPT
Graphic generation in response to a prompt
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Prompt: 
Create a photorealistic image of the 

man in this photograph giving a 

presentation about generative AI to an 

audience of 200 people 

ChatGPT
Graphic generation in response to a multimodal prompt

Additional Response: 
Here is a photorealistic image of a 

middle-aged man with a grey beard and 

short hair, wearing a green sweater and 

a plaid shirt, giving a presentation about 

generative AI to an audience of 200 

people. 



That’s impressive, but let’s not freak out

● LLMs are tools that organize and leverage massive collections of data.

● This leveraging is not done because the LLM wants to but because a 
person has prompted the LLM to do something.

● In other words, an LLM does not have “agency”

● An LLM does not have the capacity to act independently and to make 
free choices, based on its will



What about Gen AI for Translation?
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Translation workflow with MT and post-editing

1. Old-school Post-Editing
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QA
Source

Hand-off Preprocess
Translation 

Preparation

100% Matches:

Review for context

Draft from MT:

Adapt as needed

Translation
Translation

Delivery

Fuzzy Matches:

Adapt as needed

NMT

System

100%

>75%

Yes

No

TM

QA
Source

Hand-off Preprocess
Translation 

Preparation

100% Matches:

Review for context

Draft from MT:

Adapt as needed

Translation
Translation

Delivery

Fuzzy Matches:

Adapt as needed

NMT

System

100%

>75%

Yes

No

TM
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QE systems can be used to:

2. Automatic quality estimation

51%
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Edit Distance Categories

Edit Distance Analysis• Edit-distance analysis from a 

Berlin-based LSP

• Trained NMT

• Single customer

• All languages

• All content

• 12 months’ work with customer

• Provide annotation for 

segments that are predicted to 

need edits

• Predict which segments will fall 

into the 0% Edit Distance Range



Translation workflow with MT, QE, and post-editing 

2. Automatic quality estimation with post-editing
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QA
Source

Hand-off Preprocess
Translation 

Preparation

High confidence 

Translations:

Review for context

Draft from MT:

Adapt as needed

Translation
Translation

Delivery

Fuzzy Matches:

Adapt as needed

NMT

System
Fail

Pass

100%

>75%

Yes

No

TM

QE

System

QA
Source

Hand-off Preprocess
Translation 

Preparation

High confidence 

Translations:

Review for context

Draft from MT:

Adapt as needed

Translation
Translation

Delivery

Fuzzy Matches:

Adapt as needed

NMT

System
Fail

Pass

100%

>75%

Yes

No

TM

QE

System

>95%



3. Translation workflow with generative AI
Translation workflow contextual and TM prompts to a Large Language Model
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Source

Hand-off Preprocess
Translation 

Process

High confidence

translations

(annotated for reviewer)

Expert 

Review

Translation

Delivery

Ye

s

Adapted

Large

Languag

e 

Model

Data

Repository Translation

Prompt

Context

Prompt

Postprocess

100%

TM

Match?

QE

System

No

Source

Hand-off Preprocess
Translation 

Process

High confidence

translations 

(annotated for reviewer)

Expert 

Review

Translation

Delivery

Yes

Adapted

Large

Language 

Model

Data

Repository Translation

Prompt

Context

Prompt

Prompt to LLM for Sentence 3

Using source sentences 1–2 and 4–5 as context,

translate sentence 5 using the following reference 

translations:

1. [Sentence 1; Translation 1]

2. [Sentence 2; Translation 2]

3. [Sentence 3; (no translation yet)]

4. [Sentence 4; (no translation yet)]

5. [Sentence 5; (no translation yet)]

6. [Best TM match; Translation]

7. [2nd best TM match, Translation]

8. [nth best TM match, Translation]

Postprocess

Prompt to LLM for Sentence 5

Using source sentences 1–2 and 4–5 as context, 

make any necessary changes to Translation 3 

using the following reference translations:

1. [Sentence 1; Translation 1]

2. [Sentence 2; Translation 2]

3. [Sentence 3; Translation 3]

4. [Sentence 4; (no translation yet)]

5. [Sentence 5; (no translation yet)]

100%

TM

Match?

QE

System

No



4. Simultaneous generation of multilingual content
Multilingual content generation workflow with AI and expert review

Copyright 2024 by Jay Marciano

Prompt

Expert 

Review

Content

Delivery

Adapted

Large

Language 

Model

High-confidence

Generated EN Content

(annotated for reviewer)

High-confidence

Generated ES Content

(annotated for reviewer)

High-confidence

Generated FR Content

(annotated for reviewer)

High-confidence

Generated DE Content

(annotated for reviewer)

Data

Repository

Expert 

Review

Expert 

Review

Expert 

Review

Prompt

Expert 

Review

Content

Delivery

Adapted

Large

Language 

Model

Prompt to LLM for multilingual content

Generate documentation webpages for Product X 

in EN, ES, FR and DE, using the following 

reference material:

1. [Product Specifications]

2. [Documentation of similar products]

3. [Style Guides]

4. [Translation Memories]

5. [Regulations for documentation]

6. [Kitchen Sink]

High-confidence

Generated EN Content

(annotated for reviewer)

High-confidence

Generated ES Content

(annotated for reviewer)

High-confidence

Generated FR Content

(annotated for reviewer)

High-confidence

Generated DE Content

(annotated for reviewer)

Data

Repository

Expert 

Review

Expert 

Review

Expert 

Review



Welcome to the 

Post-post-editing World



What tasks are being created by AI in our industry?

• Data Curation

• Data Science

• Terminology Management

• Corpus Linguistics

• Computational Linguistics

• Prompt Engineering 

• Language Technology Assessment

• Language Process Analysis

• Communication Analysis

• AI Ethics Review
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• Machine Learning Supervision

• AI Evaluation

• Subject Matter Expert Review

• “Gatekeeper” Review



Data Curator

Tasks:

• Ensure data quality and consistency through the 

implementation of data governance practices

• Define and enforce data styling and terminology 

standards

• Develop and maintain a data catalog to ensure 

efficient data discovery and accessibility

• Work with stakeholders to understand data 

requirements and ensure data availability and 

accuracy

• Collaborate with data scientists and machine learning 

teams to support the development of new models and 

features

• Manage data retention and archival policies to ensure 

compliance with data privacy regulations

Requirements:

• Experience in data management and data 

governance

• Familiarity with machine learning and data 

science methodologies

• Strong understanding of Knowledge Graphs

• Experience with SQL and NoSQL databases

• Ability to work with cross-functional teams and 

manage stakeholder relationships

• Strong problem-solving and analytical skills

• Bachelor's or Master's degree in Computer 

Science, Data Science, or a related field
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What strengths will be required to thrive in these jobs?

• All the great skills language professionals already have

• Subtle and sophisticated knowledge of language

• Excellent proficiency in two or more languages

• No fear of other languages

• Deep curiosity

• An appreciation for “algorithmic thinking”

• Comfort level (or better) with data and databases

• The audacity to work on skills that will make the old you 
redundant
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Sure, but what else?

Imagination
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Intention

and



We shape our technology, and 

afterwards that technology shapes us. 



Thank you for your attention!

www.linkedin.com/in/jaymarciano/

Join us in Chicago for AMTA 2024
30 September ─ 2 October

In Chicago

Tomorrow (14 June 2024) is the last day to submit a proposal! 

Information at amtaweb.org


